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Abstract

This paper addresses the issue of event-driven state-feedback controller design for networked switched systems in
the finite-time sense. At the plant design level, the synchronism between switched systems and the corresponding
controllers is guaranteed by introducing a mode-decision unit at the actuator side. Through intensive time interval
analysis approach, the switched system, the event-triggered scheme, transmission delays and cyber attacks are unified
into a new closed control system. Sufficient conditions are developed to ensure the networked switched system finite-
time bounded by constructing a proper Lyapunov function. Then, the design methods for switched sub-controllers,
optimal event-triggered parameters and restrictive average dwell-time switching law are presented. It is worth pointing
out that the main results not only contribute to optimize limited network resources but also improve the system security
level, which is validated through an illustrative example of a boost converter circuit.

Keywords: Event-triggered mechanism; Switched system; Finite-time stability; Cyber attack; Network-induced
delay

1. Introduction

In recent years, networked control systems (NCSs) have experienced an increasing attention
owing to the advantages of low cost, high flexibility, convenient installation and maintenance [1–
4]. Nevertheless, the characteristic of network may bring some intractable problems, i.e., network-
induced delay, data loss and disorder, network congestion, and so on. To optimize the network
resources, event-triggered mechanisms (ETMs) in various forms have been developed [1, 5, 6],
which take the veritable needs of control systems into consideration and provide an effective so-
lution to exclude the Zeno behaviour [7]. The authors in [8] presented a network-based model
for offshore structures and investigated the relevant event-driven H∞ reliable control problem. [9]
and [10] were concerned with the event-driven H∞ filtering for neural networks and Markov jump
systems. [11] and [12] studied the decentralized filtering or control problems for NCSs with event-
based strategies. In [13], the probabilistic-constrained filtering problem was investigated under an
improved event-triggered scheme. [14] addressed the event-based consensus tracking problem for
higher order stochastic nonlinear multiagent systems. Although the effectiveness of ETMs is veri-
fied adequately, how to design the specific event-triggered schemes for various application systems
is a problem deserving of further investigation.
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As a kind of hybrid systems, the switched system, has drawn sufficient attention of researchers
due to their favourable potential in practical applications, such as robot control systems [15],
electronic circuits [16], and aircraft control systems [17]. Recently, it is a hot topic to combine
switched systems with other control systems, for instances, multiagent systems [18, 19] and NCSs
[20–25], especially with event-driven strategies. It is not just a simple superposition of the two
systems while the combination brings more interesting and challenging problems due to its hy-
brid nature. The focus is layed not only on the establishment of physical plants but also the
design of controllers. The event-triggered control of switched linear systems was early studied in
[26]. In the framework, no more than one switching was permitted within a defined trigger in-
terval, which resulted in too much conservativeness. [21] was concerned with the event-triggered
finite-time stability of networked switched systems, in which the mode and state information of
switched systems were sent into the controller through separate channels. In [22], the stabilisation
of switched linear systems was analysed by a fixed-value event-triggered mechanism. Neverthe-
less, the network-induced delay is not taken into consideration in [20–22], which is of practical
significance. Relatively, [23] , [24], and [25] took the transmission delay and asynchronous switch-
ing phenomenon into consideration. The mode and state information of switched systems are sent
into the controllers through networks simultaneously, which inversely makes the modeling process
rather complex. It is worth pointing out that the research work for networked switched systems is
still far from being fully investigated, which is the main motivation of this paper.

In terms of stability control theory, primary research work in the literature is focused on con-
ventional Lyapunov asymptotic stability (LAS). Nevertheless, in some specific applications, such
as military systems, aero systems, etc, LAS is not satisfactory while short-time stability should
be guaranteed in the first place. That is, the system is Lyapunov stable but disabled due to tran-
sient uncertainties. In this view, a potential analytical method of finite-time boundedness (FTB)
was developed in [27], and more and more comprehensive attentions have been taken to FTB
nowadays [28–32]. In regards to networked switched systems concerned in this paper, some pre-
liminary work has been conducted in [20–23]. Nevertheless, it is still largely open for the design
of event-triggered controllers for networked switched systems in the finite-time sense.

Compared with conventional systems, NCSs are vulnerable to cyber attacks due to the specific
usage of communication networks [33]. To ensure the transmission efficiency, the sampled data
is usually transmitted over network without security mechanisms, which gives possiable access
to attackers. Much emphysis has been placed on the security control for NCSs [34–38]. The
authors in [36] investigated the event-triggered H∞ control for multiarea power systems under
hybrid cyber attacks. [37] was concerned with the resilient filter design for cyber-physical systems
under deception attacks. [38] pointed out that smart grid with hybird communication networks was
more vulnerable to hybrid cyber attacks. Generally, the deception attack can easily degrade the
system performance and escape from the existing attack detection mechanism due to its distinctive
nature. Hence, the deception attack brings a huge challenge for the design of controllers. However,
when it comes to the issue of networked switched systems, few results in the literature are available
till now, which also motivates us in this paper.

This paper devotes to the event-driven controller design of networked switched systems in
the finite-time sense. The main contributions of this paper are highlighted as follows: (1) A
novel event-triggered communication scheme is constructed with the mode and state information
of switched systems sent separately in the physical plant. It provides a solution to exclude the
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asynchronous switching phenomenon; (2) Through intensive time interval analysis approach, the
switched system, the event-triggered scheme, cyber attacks and transmission delays are unified
into a new closed control system; (3) Sufficient conditions for FTB are presented with the con-
trollers and the weight of ETM developed by Lyapunov theory, and the effectiveness is verified
through an example of a boost converter circuit.

The remainder of the paper is organized as follows. Section 2 introduces the concerned system
and presents the co-design of the controller and ETM. In Section 3, sufficient conditions for finite-
time boundedness are derived, and then the state-feedback controller design is performed. Section
4 demonstrates the effectiveness of theoretical results by an illustrative example.

Notations: Rn refers to the n dimensional Euclidean space while Rn×m denotes a m× n real ma-
trices. diag

{
A, B

}
represents the block-diagnal matrix. ‖ · ‖ stands for the Euclidean vector norm.

For a symmetric matrix W, λmin(W) and λmax(W) refer to the minimum and maximum eigenvalue
of matrix W. `2[0,∞) means the space of square-integrable vector functions over [0,∞). So,

∀ω(t) ∈ `2[0,∞), ω(t) can be defined by ‖ ω(t) ‖2=
√∫ ∞

0
ωT (t)ω(t)dt.

2. Problem Formulation

In this part, we first illustrate the control framework for a networked swithed system. Taking the
characteristics of the switched system into consideration, an appropriate event-triggered scheme is
designed under network-induced delays and cyber attacks. Then, an unified model for the switched
system is presented.

2.1. Physical Plant

In this paper, the following switched linear system is considered:

ẋ(t) = Aσ(t)x(t) + Bσ(t)u(t) + Eσ(t)ω(t) (1)

where x(t) ∈ Rnx is the state vector, u(t) ∈ Rnu represents the state-feedback control input while
ω(t) ∈ `2[0,∞) denotes the disturbance input vector. Aσ(t), Bσ(t), Eσ(t) are known real matrices
with appropriate dimensions. σ(t) : [0,∞) 7→ £ = {1, 2, · · · , L} is a sectional-continuous function
representing the switching signal, which can be further defined as σ(t) = { (l0, σ(l0)), (l1, σ(l1)),
· · · , (lq, σ(lq)), · · · } with l0 = 0. {lq} are switching instants. That is, when t ∈ [lq, lq+1), the
subsystem σ(lq) is active.

As shown in Fig. 1, the sampled state information is sent to the controller over a wireless
network, which is vulnerable to cyber attacks. To optimize communication resources, an event-
triggered mechanism with proper triggering conditions needs to be designed. Once an event oc-
curs, the sampled data is sent to the controller. The updated control singnal is connected to the
actuator and holden by the zero-order-hold (ZOH) till next data coming. To simplify and clarify
the exposition below, the following assumptions are made.

Assumption 2.1. For a given interval [0,T f ], the disturbance ω(t) is restricted by
∫ T f

t0
ω(t)Tω(t)dt

6 HM.

Assumption 2.2. As shown in Fig. 1, the mode-detection information is sent to the actuator by
wire transmission and the frequency of mode detection is much higher than data sampling. Con-
sidering the wide usage of digital controllers, the control information of all subsystems is produced
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Figure 1: System plant

and sent into the actuator. In other words, a mode-decision unit is introduced before the actuator
to distinguish the executive state-feedback controller gain. Based on this assumption, the asyn-
chronous phenomenon between the subsystem and its corresponding controller is out of scope of
this paper.

2.2. Cyber attacks

A type of deception attacks, namely false data injection attack, is considered in this framework.
Then, the state-feedback controller under the false data injection attack can be expressed as:

u(t) = Kσ(t)(x(t) + ζ(t)) (2)

where Kσ(t) is the corresponding feedback controller gain of each subsystem to be designed.

Assumption 2.3. Suppose that the introduced false data injection attack ζ(t) satisfies the following
condition:

‖ ζ(t) ‖26‖ Gx(t) ‖2 (3)

where G is a given matrix.

Remark 2.1. Similar to [39, 40], a matrix G is defined as the restrictive condition of false data
injection attacks, whose value is determined by attack detections. Suppose that the adversaries
produce the cyber attack based on the current system state with ζ(t) = ζ(x(t)). Then, the attack
signal changes with the variation of system state under the restrictive condition Eq. (3). In such a
way, the adversaries are easier to escape from network security detections.
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2.3. Event-triggered mechanism

To optimize network resources further, an event-triggered mechanism similar to [1] is intro-
duced to judge whether the current sampled data should be released or not. tkh is defined as the
triggering instant while h denotes the constant sampling period. The control signal u(tkh) is holden
by the ZOH until next event, which depends on the following triggering mechanism:

tk+1h = tkh + min
v≥1,v∈N

{
vh | eT

k (t)Ωek(t) ≥ δxT (tkh)Ωx(tkh)
}

(4)

where the state error ek(t) , x(tkh) − x(tkh + vh), v ∈ {1, 2, · · · , tk+1h − tkh − 1}, x(tkh + vh) is the
current sampling data to be determined whether it should be sent out, and x(tkh) denotes the last
released data. Ω > 0 is a symmetric weighting matrix while δ ∈ [0, 1) is a prescribed index.

For network uncertainties, the transmission delay is taken into consideration. Therefore, the
released data x(t0h), x(t1h), x(t2h), · · · will reach the controller side at the instants (t0h + τ0), (t1h +

τ1), (t2h + τ2), · · · . τi ∈ [0, τ̄) denotes the time variant transmission delay, where τ̄ > 0 is a
prescribed value.

For the sake of analysis below, inspired by [1], we divide the interval [tkh + τk, tk+1h + τk+1)
into several subintervals as shown in Fig. 2. Let ςk , tkh + τk, S k,v , tkh + vh + τk,v and
χk,v , [S k,v, S k,v+1), then it is not difficult to prove that there always exists a constant vM ≥ 0 which
makes [ςk, ςk+1) , ∪vM

v=0χk,v.

X

0h

t0h

1h 2h

t1h tkh

… 

… tk+1h
X X XXX

1h 2h
X

3h (v-1)h vh(v+1)h
XXX

t0h+τ0 … t1h+τ1 tkh+τk tk+1h+τk+1
X X XXXXX

XX XX

XXXXXXX

XX

X X XXXXX

XX

XXX

XX

XXX

hh

Sk,v=tkh+vh+τk,v

Sk,v+1=tkh+(v+1)h+τ k,v+1

Sampling sequences

Releasing sequences

Arriving sequences

Figure 2: Time sequences of the event-triggered mechanism

Remark 2.2. From the event-triggered mechanism (4), our method is formulated in the continuous-
time domain. However, if we assume the current sampling instant is kh, then (k + 1)h will be the
next sampling instant. As defined, t0h, t1h, t2h, · · · are the releasing instants, it is easily deduced
that vih = tk+1h − tkh ≥ h, where vih represents the release period. From this point of view, h can
be seen as a lower bound of the release period to exclude the Zeno behavior.

Remark 2.3. With the development of digital sampling technology, the sampling interval is ap-
proaching to the level of 1ms, even much lower. Relatively, because of the inertia of practical sys-
tems, the system switching interval converges towards the level of 10ms. Hence, we assume that
the system switching interval is always larger than the sampling interval, i.e., h ≤ (lq+1 − lq)/2,
where {lq} are switching instants. It is of great significance to discuss the relation between the
triggering instants and the switching instants.
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2.4. Co-design of the controller and ETM

In this part, we aim to establish the exact analysis model of the switched system based on the
introduced event-triggered mechanism. Inspired by [1], for t ∈ [ςk, ςk+1), the analysis is focused
on the subinterval [S k,v, S k,v+1). For t ∈ [S k,v, S k,v+1), defining η(t) = t − tkh − vh yields :

ηm ≤ τk ≤ η(t) ≤ h + τ = ηM (5)

where ηm , min{τk}, τ , max{τk}.
Combining the definition of ek(t) , η(t) and Eq. (2), we have

u(t) = Kσ(t)(x(t − η(t)) + ek(t) + ζ(tkh)), t ∈ χk,v (6)

For the whole interval [0,T f ], the switching instants and the triggering instants are intertwined
and irregular. Considering Remark 2.3, it is not difficult to find that there are two distinct situations
: (i) over the time interval χk,v, the switched system dwells in a subsystem; (ii) over the time interval
χk,v, one and only switching occurs. Then, for t ∈ χk,v, the resulting system formulation can be
expressed as two cases.

Case 2.1. Within the interval [S k,v, S k,v+1) ∈ [ςk, ςk+1), there is no switching. Combining Eq. (6)
and the system (1), we have
{

ẋ(t) = Aσ(t)x(t) + Bσ(t)Kσ(t)(x(t − η(t)) + ek(t) + ζ(tkh)) + Eσ(t)ω(t), t ∈ [S k,v, S k,v+1)

x(t) = φ(t), t ∈ [−ηM, 0]
(7)

where φ(t) is a continuously differentiable function on [−ηM, 0] to supplement the initial condition
of the state x(t).

Case 2.2. We assume ςk < · · · lq−1 6 S k,v 6 lq 6 S k,v+1 6 lq+1 · · · 6 ςk+1 with σ(lq) ∈ £ . Within
the interval [S k,v, S k,v+1), there exists and only exists one switching. Then, we have


ẋ(t) = Aσ(lq−1)x(t) + Bσ(lq−1)Kσ(lq−1)(x(t − η(t))

+ ek(t) + ζ(tkh)) + Eσ(lq−1)ω(t), t ∈ [S k,v, lq)

ẋ(t) = Aσ(lq)x(t) + Bσ(lq)Kσ(lq)(x(t − η(t))

+ ek(t) + ζ(tkh)) + Eσ(lq)ω(t), t ∈ [lq, S k,v+1)

x(t) = φ(t), t ∈ [−ηM, 0]

(8)

Remark 2.4. As mentioned in the Introduction, [26] considers networked switched systems with
the assumption that no more than one switching is permitted within [ςk, ςk+1), which deviates from
practical situations. In this work, some uncertain switchings can occur over [ςk, ςk+1). Relatively
speaking, it comes to the conclusion that no more than one switching can occur over [S k,v, S k,v+1)
based on Remark 2.3.

2.5. Problem statement

Before proceeding further, the following statements should be made, which will greatly con-
tribute to the establishment of the main results.
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Definition 2.1. (Average dwell time [20]): Given a time interval (T1,T2) with 0 ≤ T1 ≤ T2, let
Nσ(t)(T1,T2) represent the switching number over (T1,T2), if there exist a positive constant τa and
a positive number N0 (the chatter bound) satisfying Nσ(t)(T1,T2) ≤ N0 + (T2 − T1)/τa, we define τa

as an average dwell time over (T1,T2).

Definition 2.2. (Finite-time boundedness [21]): Given positive constants c1, c2,T f , a positive def-
inite matrix R and a switching signal σ(t), if

max
−ηM≤θ≤0

xT (θ) Rx (θ) < c1 ⇒ xT (t) R (t) < c2, t ∈ [0,T f ) (9)

holds, the switched system (7) and (8) is called to be finite-time bounded.

Lemma 2.1. ([41]). Extended Wirtinger Inequality : For PT = P > 0, the following inequality
holds:
∫ a2

a1

ẋT (s) Pẋ (s) ≥ 1
a2 − a1

[
Ω1

Ω2

]T [
P 0
0 3P

] [
Ω1

Ω2

]
(10)

where Ω1 = x(a2) − x(a1),Ω2 = x(a1) + x(a2) − 2
a2−a1

∫ a2

a1
x(s)ds.

Lemma 2.2. ([20]). Given x ∈ Rn and a symmetric matrix W ∈ Rnn , the following inequality
holds:

λmin (W) xT x ≤ xT Wx ≤ λmax (W) xT x (11)

Based on the preliminary knowledge and analysis, the main purpose of this work is declared
as follows: With the established system formulation (7) and (8) from the system (1), given pos-
itive system indexes c1, c2,T f , positive definite matrix R, disturbance related parameter HM and
deception attack related parameter matrix G, our major target is to design applicable event-driven
controllers and derive suitable constraints of the average dwell time, such that the concerned sys-
tem is finite-time stable with respect to (c1, c2,T f ,R,HM,G).

3. Main results

In this section, sufficient conditions are proposed in Theorem 3.1 to make the system finite-time
stable under cyber attacks. The design of switched sub-controllers will be presented in Theorem
3.2.

Theorem 3.1. For given positive constants c1, c2,T f , ηm, ηM, h, α, γ, δ, µ,HM with µ ≥ 1, c1 < c2,
and positive definite matrices R ∈ Rnx×nx and G ∈ Rnx×nx , the switched system in (7) and (8)
is finite-time bounded with respect to (c1, c2,T f ,R,HM,G) and the minimum admissible average
dwell time is τ∗a, if there exist positive definite matrices Pl

i ∈ Rnx×nx , l ∈ {1, 2, 3, 4, 5}, Ω ∈ Rnx×nx

and Nm
i ,M

m
i , m ∈ {1, 2} with appropriate dimensions such that ∀(i, j) ∈ £ × £, i , j

Π
(n)
1 =


Π11 ∗ ∗
Π21 Π22 ∗
Π

(n)
31 0 −P5

i

 < 0, n ∈ {1, 2} (12)

Pl
i < µPl

j, l ∈ {1, 2, 3, 4, 5} (13)
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eαT f <
c2λ4/λ2

c1λ3(1 + %)/λ1 + γHM
(14)

τa ≥ τ∗a =
T f ln µ

ln(c2λ4/λ2) − ln(c1λ3(1 + %)/λ1 + γHM) − αT f
(15)

where

Π11 =



Ξ1 ∗ ∗ ∗ ∗ ∗ ∗ ∗
−2P4

i Ξ2 ∗ ∗ ∗ ∗ ∗ ∗
6P4

i 6P4
i −12P4

i ∗ ∗ ∗ ∗ ∗
0 0 0 Ξ3 ∗ ∗ ∗

KT
i BT

i P1
i Ξ4 0 Ξ5 Ξ6 ∗ ∗ ∗

KT
i BT

i P1
i 0 0 0 0 −Ω ∗ ∗

ET
i P1

i 0 0 0 0 0 −γ ∗
KT

i BT
i P1

i 0 0 0 0 0 0 −I



,

Π21 =



ηmAi 0 0 0 ηmBiKi ηmBiKi ηmEi ηmBiKi

βAi 0 0 0 βBiKi βBiKi βEi βBiKi

0 0 0 0
√
σ

√
σ 0 0

0 0 0 0 G G 0 0


,

Π
(1)
31 =

[
0 βN1T

i 0 0 βN2T

i 0 0 0
]
,

Π
(2)
31 =

[
0 0 0 βM1T

i βM2T

i 0 0 0
]
,

Π22 = diag
{ − P4−1

i ,−P5−1

i ,−Ω−1,−I
}
,

Ξ1 = AT
i P1

i + P1
i Ai + P2

i + P3
i − αP1

i − 4P4
i ,Ξ2 = −4P4

i − eαηm P2
i + N1

i + N1T

i ,

Ξ3 = −eαηm P3
i − M2

i − M2T

i ,Ξ4 = −N2
i − N1T

i ,Ξ5 = M2T

i − M1
i ,Ξ6 = −N2

i − N2T

i + M1
i + M1T

i ,

β =
√
ηM − ηm, λ1 = λmin(R), λ2 = λmax(R),

λ3 = min
{
λmin(Pl

i)
}
, λ4 = max

{
λmax(P

l
i)
}
, (l = 1, 2, 3, 4, 5),

% = −1
α

(
2 − eαηm − eαηM + η2

m + ηM − ηm +
ηm

α
(1 − eαηm) +

1
α

(eαηm − eαηM )

)

Proof. Construct the following Lyapunov-Krasovskii functional candidate

Vσ(t)(t) = Vσ(t),1(t) + Vσ(t),2(t) + Vσ(t),3(t) + Vσ(t),4(t) + Vσ(t),5(t) (16)

where

Vσ(t),1(t) = xT (t)P1
σ(t)x(t)

Vσ(t),2(t) =

∫ t

t−ηm

eα(t−s)xT (s)P2
σ(t)x(s)ds

Vσ(t),3(t) =

∫ t

t−ηM

eα(t−s)xT (s)P3
σ(t)x(s)ds

Vσ(t),4(t) = ηm

∫ t

t−ηm

∫ t

v
eα(t−s) ẋT (s)P4

σ(t) ẋ(s)dsdv
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Vσ(t),5(t) =

∫ t−ηm

t−ηM

∫ t

v
eα(t−s) ẋT (s)P5

σ(t) ẋ(s)dsdv

Case 3.1. Consider the system (7), that is, within every interval [S k,v, S k,v+1) ∈ [ςk, ςk+1), there is
no switching. Suppose that only the subsystem mode i ∈ £ is active in the interval [S k,v, S k,v+1).

Then, for t ∈ [S k,v, S k,v+1), taking the derivative on Vi,l(t) for (l = 1, 2, 3, 4, 5), we have

V̇i(t) =αVi(t) + γωT (t)ω(t) + xT (t)(AT
i P1

i + P1
i Ai + P2

i + P3
i − αP1

i )x(t) + 2xT (t)ET
i P1

iω(t))

+ 2xT (t)KT
i BT

i P1
i x(t − η(t)) + 2xT (t)KT

i BT
i P1

i ek(t) + 2xT (t)KT
i BT

i P1
i ζ(tkh)

− eαηm xT (t − ηm)P2
i x(t − ηm) − eαηM xT (t − ηM)P3

i x(t − ηM) + η2
m ẋT (t)P4

i ẋ(t)

+ (ηM − ηm)ẋT (t)P5
i ẋ(t) − ηm

∫ t

t−ηm

eα(t−s) ẋT (s)P4
i ẋ(s)ds −

∫ t−ηm

t−ηM

eα(t−s) ẋT (s)P5
i ẋ(s)ds

+ 2ξT (t)Ni

[
x(t − ηm) − x(t − η(t)) −

∫ t−ηm

t−η(t)
ẋ(s)ds

]

+ 2ξT (t)Mi

[
x(t − η(t)) − x(t − ηM)) −

∫ t−η(t)

t−ηM

ẋ(s)ds

]

− γωT (t)ω(t) + eT
k (t)Ωek(t) − eT

k (t)Ωek(t) + ζT (tkh)ζ(tkh) − ζT (tkh)ζ(tkh)

(17)

where ξ(t) =
[
xT (t) xT (t − ηm) 1

ηm

∫ t

t−ηm
xT (s)ds xT (t − ηM) xT (t − η(t)) eT

k (t) ωT (t) ζT (tkh)
]T

,

Ni =
[
0 N1T

i 0 0 N2T

i 0 0 0
]T

, and Mi =
[
0 0 0 M1T

i M2T

i 0 0 0
]T

.
According to Lemma 2.1, we have

−ηm

∫ t

t−ηm

eα(t−s) ẋT (s)P4
i ẋ(s)ds ≤ −ηm

∫ t

t−ηm

ẋT (s)P4
i ẋ(s)ds

≤ −
[
ξ(t)T1

ξ(t)T2

]T [
P4

i 0
0 3P4

i

] [
ξ(t)T1

ξ(t)T2

] (18)

where T1 =
[
I −I 0 0 0 0 0 0

]
,T2 =

[
I I −2I 0 0 0 0 0

]
.

For matrices Ni,Mi and P5
i > 0, we notice that

−2ξT (t)Ni

∫ t−ηm

t−η(t)
ẋ(s)ds ≤(η(t) − ηm)ξT (t)NiP

5−1

i NT
i ξ(t) +

∫ t−ηm

t−η(t)
ẋ(s)P5

i ẋ(s)ds (19)

−2ξT (t)Mi

∫ t−η(t)

t−ηM

ẋ(s)ds ≤(ηM − η(t))ξT (t)MiP
5−1

i MT
i ξ(t) +

∫ t−η(t)

t−ηM

ẋ(s)P5
i ẋ(s)ds (20)

Combining the ETM in (4), the restricted condition of cyber attacks in Eq. (3) and Eq. (17)-
Eq.(20), we have

V̇(t) − αV(t) − γωT (t)ω(t)

≤ ξT (t)
(
Π11 − ΠT

21Π
−1
22 Π21 + (η(t) − ηm)NiP

5−1

i NT
i + (ηM − η(t))MiP

5−1

i MT
i

)
ξ(t)

(21)
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Based on the sufficient condition (12), the following conditions are derived by using the Schur
complement

Π11 − ΠT
21Π

−1
22 Π21 + (ηM − ηm)NiP

5−1

i NT
i ≤ 0 (22)

Π11 − ΠT
21Π

−1
22 Π21 + (ηM − ηm)MiP

5−1

i MT
i ≤ 0 (23)

Inspired by [42], one has

V̇(t) ≤ αV(t) + γωT (t)ω(t),∀t ∈ [S k,v, S k,v+1) (24)

Integrating both sides of (24) from S k,v to t, we have

Vi(t) ≤ eα(t−S k,v)Vi(x(S k,v)) + γ

∫ t

S k,v

eα(t−s)ωT (s)ω(s)ds,∀t ∈ [S k,v, S k,v+1) (25)

Case 3.2. Consider the system (8), there always exsits an interval [S k,v, S k,v+1) ∈ [ςk, ςk+1), which
includes one switching. We assume li < S k,v < l j < S k,v+1, where li, l j are switching instants.

For t ∈ [S k,v, l j), similar to the proof in Case 3.1, it follows from (25) that

Vσ(li)(t) ≤ eα(t−S k,v)Vσ(li)(x(S k,v)) + γ

∫ t

S k,v

eα(t−s)ωT (s)ω(s)ds,∀t ∈ [S k,v, l j) (26)

For t ∈ [l j, S k,v+1), considering the sufficient condition (13) yields

Vσ(l j)(t) ≤ µVσ(li)(t) ≤ µeα(t−S k,v)Vσ(li)(x(S k,v)) + µγ

∫ t

S k,v

eα(t−s)ωT (s)ω(s)ds,∀t ∈ [l j, S k,v+1) (27)

Taking together the analysis in Case 3.1 and Case 3.2, we can gain the result in the whole
interval [0,T f ]. According to Definition 2.1, we let Nsn be the switching number over [0,T f ] and
{l1, l2, · · · , lNsn} be the corresponding switching instants. Meanwhile, we define S Ψ(lq),Γ(lq) to be the
initial instant of the minimum subinterval at the right of the switching instant lq. The two functions
Ψ(lq) and Γ(lq) are used to label the exact position on the release intervals and its subintervals with
lq ∈ [ςΨ(lq), ςΨ(lq)+1) and lq ∈ [S Ψ(lq),Γ(lq)−1, S Ψ(lq),Γ(lq)). Moreover, we define S −

Ψ(lq),Γ(lq) as the sampling
instant closely before S Ψ(lq),Γ(lq), which yields 0 6 S −

Ψ(l1),Γ(l1) < l1 6 S Ψ(l1),Γ(l1) 6 S −
Ψ(l2),Γ(l2) < l2 6

S Ψ(l2),Γ(l2) < · · · < S −
Ψ(lNsn ),Γ(lNsn ) < lNsn 6 S Ψ(lNsn ),Γ(lNsn ) 6 T f .

Taking advantage of the continuity of Vσ(t)(t) on each subsystem, combining Eq. (25) - Eq. (27)
and the sufficient condition (13), ∀t ∈ [S Ψ(lNsn ),Γ(lNsn ),T f ), we have
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Vσ(t)(t) ≤ eα(t−S Ψ(lNsn ),Γ(lNsn ))Vσ(lNsn )(x(S Ψ(lNsn ),Γ(lNsn )))

+ γeα(t−S Ψ(lNsn ),Γ(lNsn ))
∫ t

S Ψ(lNsn ),Γ(lNsn )

ωT (s)ω(s)ds

≤ eα(t−S Ψ(lNsn ),Γ(lNsn ))[µe
α(S Ψ(lNsn ),Γ(lNsn )−S −

Ψ(lNsn ),Γ(lNsn ))

Vσ(lNsn−1)(x(S −Ψ(lNsn ),Γ(lNsn ))) + µγ

∫ S Ψ(lNsn ),Γ(lNsn )

S −
Ψ(lNsn ),Γ(lNsn )

eα(t−S )ωT (s)ω(s)ds
]

+ γeα(t−S Ψ(lNsn ),Γ(lNsn ))
∫ t

S Ψ(lNsn ),Γ(lNsn )

ωT (s)ω(s)ds

≤ µe
α(t−S −

Ψ(lNsn ),Γ(lNsn ))Vσ(lNsn−1)(x(S −Ψ(lNsn ),Γ(lNsn )))

+ µγe
α(t−S −

Ψ(lNsn ),Γ(lNsn ))
∫ t

S −
Ψ(lNsn ),Γ(lNsn )

ωT (s)ω(s)ds

≤ µe
α(t−S −

Ψ(lNsn ),Γ(lNsn ))[eα(S −
Ψ(lNsn ),Γ(lNsn )−S Ψ(lNsn−1),Γ(lNsn−1))

Vσ(lNsn−1)(x(S Ψ(lNsn−1),Γ(lNsn−1))) + γ

∫ S −
Ψ(lNsn ),Γ(lNsn )

S Ψ(lNsn−1),Γ(lNsn−1)

eα(t−S )ωT (s)ω(s)ds
]

+ µγe
α(t−S −

Ψ(lNsn ),Γ(lNsn ))
∫ t

S −
Ψ(lNsn ),Γ(lNsn )

ωT (s)ω(s)ds

≤ µeα(t−S Ψ(lNsn−1),Γ(lNsn−1))Vσ(lNsn−1)(x(S Ψ(lNsn−1),Γ(lNsn−1)))

+ µγeα(t−S Ψ(lNsn−1),Γ(lNsn−1))
∫ t

S Ψ(lNsn−1),Γ(lNsn−1)

ωT (s)ω(s)ds

...

≤ µNsneαtVσ(0)(x(0))

+ µNsnγeαt

∫ t

0
ωT (s)ω(s)ds

(28)

According to Lemma 2.2 and the constructed Lyapunov-Krasovskii functional candidate (16),
we can notice that

Vσ(0)(0) ≤ λ3

λ1
c1(1 + %) (29)

Combining Eq. (28) - Eq. (29) and Assumption 2.1, we have

xT (t)Rx(t) ≤ λ2

λ4
Vσ(t)(t) ≤ λ2

λ4
µNsneαT f (Vσ(0)(0) + γ

∫ T f

0
ωT (s)ω(s))ds

≤ λ2

λ4
µNsneαT f (

λ3

λ1
c1(1 + %) + γHM

(30)
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If µ = 1, from the sufficient condition (14), one has

xT (t)Rx(t) ≤ λ2

λ4
eαT f (

λ3

λ1
c1(1 + %) + γHM < c2 (31)

If µ > 1, from the sufficient condition (15) and the defined average dwell time in Definition 2.1,
we have

T f

τa
≤ ln(c2λ4/λ2) − ln(c1λ3(1 + %)/λ1 + γHM) − αT f

ln µ
(32)

Substituting (32) into (30) yields

xT (t)Rx(t) ≤ λ2λ3c1(1 + %) + λ1λ2γHM

λ1λ4
eαT f

c2λ1λ4

λ2λ3c1(1 + %) + λ1λ2γHM
e−αT f < c2 (33)

The proof is completed.

Remark 3.1. Throughout the whole proof, it is divided into Case 3.1 and Case 3.2, which are
corresponding to the system formulation (7) and (8). In Case 3.2, ∀t ∈ [l j, S k,v+1), it comes to the
similar preliminary result as in Case 3.1 through some special mathematical techniques. It also
explains the necessity of the system formulation (7) and (8) from the point of mathematics.

On the basis of Theorem 3.1, the design of the sub-controller gains Kσ(t) will be presented in
Theorem 3.2.

Theorem 3.2. For given positive constants c1, c2,T f , ηm, ηM, h, α, γ, δ, µ,HM, ρ
l
i(l = 1, 2, 3, 4) with

µ ≥ 1, c1 < c2, and positive definite matrices R ∈ Rnx×nx and G ∈ Rnx×nx , the control loop (7) and
(8) is finite-time bounded with respect to (c1, c2,T f ,R,HM,G) with the controller gain Ki = YiX−1

i ,
if there exist positive definite matrices Xi ∈ Rnx×nx , P̃l

i ∈ Rnx×nx , l ∈ {2, 3, 4, 5}, Ω̃ ∈ Rnx×nx and
Yi, Ñm

i , M̃
m
i , m ∈ {1, 2} with appropriate dimensions such that ∀(i, j) ∈ £ × £, i , j

Π̃
(n)
1 =



Π̃11 ∗ ∗
Π̃21 Π̃22 ∗
Π̃

(n)
31 0 −P̃5

i

 < 0, n ∈ {1, 2} (34)

Xi < µX j, P̃
l
i < µP̃l

j, l ∈ {2, 3, 4, 5} (35)

eαT f <
c2λ4/λ2

c1λ3(1 + %)/λ1 + γHM
(36)

τa ≥ τ∗a =
T f ln µ

ln(c2λ4/λ2) − ln(c1λ3(1 + %)/λ1 + γHM) − αT f
(37)
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where

Π̃11 =



Ξ̃1 ∗ ∗ ∗ ∗ ∗ ∗ ∗
−2P̃4

i Ξ̃2 ∗ ∗ ∗ ∗ ∗ ∗
6P̃4

i 6P̃4
i −12P̃4

i ∗ ∗ ∗ ∗ ∗
0 0 0 Ξ̃3 ∗ ∗ ∗

YT
i BT

i Ξ̃4 0 Ξ̃5 Ξ̃6 ∗ ∗ ∗
YT

i BT
i 0 0 0 0 −Ω̃ ∗ ∗

ET
i 0 0 0 0 0 −γI ∗

YT
i BT

i 0 0 0 0 0 0 −2ρ1
i X + ρ1

i ρ
1
i I



,

Π̃21 =



ηmAiXi 0 0 0 ηmBiYi ηmBiYi ηmEi ηmBiYi

βAiXi 0 0 0 βBiYi βBiYi βEi βBiYi

0 0 0 0
√
σXi

√
σXi 0 0

0 0 0 0 GXi GXi 0 0


,

Π̃
(1)
31 =

[
0 βÑ1T

i 0 0 βÑ2T

i 0 0 0
]
,

Π̃
(2)
31 =

[
0 0 0 βM̃1T

i βM̃2T

i 0 0 0
]
,

Π̃22 = diag
{ − 2ρ2

i Xi + ρ2
i ρ

2
i P̃4

i ,−2ρ3
i Xi + ρ3

i ρ
3
i P̃5

i ,−2ρ4
i Xi + ρ4

i ρ
4
i Ω̃,−I

}
,

Ξ̃1 = XiA
T
i + AiXi + P̃2

i + P̃3
i − αXi − 4P̃4

i , Ξ̃2 = −4P̃4
i − eαηm P̃2

i + Ñ1
i + Ñ1T

i ,

Ξ̃3 = −eαηm P̃3
i − M̃2

i − M̃2T

i , Ξ̃4 = −Ñ2
i − Ñ1T

i , Ξ̃5 = M̃2T

i − M̃1
i , Ξ̃6 = −Ñ2

i − Ñ2T

i + M̃1
i + M̃1T

i ,

β =
√
ηM − ηm, λ1 = λmin(R), λ2 = λmax(R),

λ3 = min
{
1/λmax(Xi), λmin(P̃l

i)
}
, λ4 = max

{
1/λmin(Xi), λmax(P̃

l
i)
}
, (l = 2, 3, 4, 5),

% = −1
α

(
2 − eαηm − eαηM + η2

m + ηM − ηm +
ηm

α
(1 − eαηm) +

1
α

(eαηm − eαηM )

)

Proof. Define Xi = P1−1

i , P̃l
i = XiPl

iXi, l ∈ {2, 3, 4, 5}, Ω̃ = XiΩXi, Ñm
i = XiNm

i Xi, M̃m
i = XiMm

i Xi,
m ∈ {1, 2}, and Yi = KiXi.

Notice that (ρΛ − Z)Λ−1(ρΛ − Z) ≥ 0 holds for Λ > 0,Z > 0 and ρ > 0. It is equivalent to

−ZΛZ ≤ −2ρZ + ρ2Λ (38)

Let Λ = Ω−1, Z = P1
i and ρ = ρ4

i we have

−P1
i Ω
−1P1

i ≤ −2ρ4
i P1

i + ρ4
i ρ

4
i Ω (39)

Similary,

−P1
i P4−1

i P1
i ≤ −2ρ2

i P1
i + ρ2

i ρ
2
i P4

i (40)

−P1
i P5−1

i P1
i ≤ −2ρ3

i P1
i + ρ3

i ρ
3
i P5

i (41)

−XiXi ≤ −2ρ1
i Xi + ρ1

i ρ
1
i I (42)

By pre- and post-multiplying (12) with diag
{
I, I, I, I, I, I, I, I, P1

i , P
1
i , P

1
i , I, I

}
and theirs trans-

poses, pre- and post-multiplying with diag
{
X, X, X, X, X, X, I, X, X, X, X, I, X

}
and theirs transposes,

combining (39) - (42), it indicates that (12) is a sufficient condition for (34). Meanwhile, by the
appropriate transformations, it is not difficult to see (13) is a sufficient condition for (35). That
completes the proof.
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4. Illustrative example

In this section, the effectiveness of the proposed event-triggered communication scheme and
the theoretical results is demonstrated by an illustrative example.

L

C R
Vin Vc

IL

S1

S2

Figure 3: The boost converter circuit

A boost converter circuit in Fig. 3 is modeled with two switching modes (S 1, S 2). The system
matrices are described as follows:

S 1 : A1 =

[
0 −1/L

1/C −1/(RC)

]
, B1 =

[
1/L

0

]
(43)

S 2 : A2 =

[
0 0
0 −1/(RC)

]
, B2 =

[
1/L

0

]
(44)

Define the state variable x(t) = [IL,VC]T and the control input u(t) = Vin, where Vin is assumed
to be an alternating voltage. The remaining system matrices are

E1 =

[−1.5
2

]
, E2 =

[−1.3
2

]
(45)

In this work, we tend to assume the switched system unstable without feedback control, then the
system parameters are set as :L = 0.1H,R = 20Ω,C = 5F. Suppose that c1 = 0.02, c2 = 20,T f =

2s, h = 10ms, ηM = 9ms, ηm = 3ms, α = 0.8, µ = 1.01, γ = 4,R = I2×2. For a predefined ω(t) =

0.3/(1 + t), according to Assumption 2.1, we choose HM = 0.06. Inspired by [39], the function of

the cyber attack ζ(t) is supposed as ζ(t) =

[−tanh(0.01x2(t))
−tanh(0.01x1(t))

]
. According to Assumption 2.3, the

attack related parameter G = diag
{
0.01, 0.01

}
can be derived easily.

With the given parameters, our objective is to gain the maximum δ possible and the minimum
τ∗a possible, and obtain a set of sub-controller gains Kσ(t), such that the boost converter circuit
system is finite-time stable.

By using LMI control toolbox, the maximum value of δ satisfying Theorem 3.2 is obtained,
δ = 0.6, with ρ1

1 = 0.1, ρ1
2 = 0.05, ρ2

1 = ρ2
2 = ρ3

1 = ρ3
2 = ρ4

1 = ρ4
2 = 1.5. Then, we choose two

representative values of δ, 0.6 and 0.05, as two cases to illustrate the output responses.

Case 4.1. δ = 0.6. The corresponding controller gains and the weight of event-triggering condi-
tion are given by

K1 =
[
−0.0515 0.2717

]
,K2 =

[
−0.0767 −0.6512

]
(46)
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Figure 4: Trajectoriy of xT (t)Rx(t) in the open-loop and the closed-loop switched system and triggering instants
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Figure 5: Trajectoriy of x(t) in the open-loop and the closed-loop switched system

Ω =

[
5.6428 −0.1363
−0.1363 0.14

]
(47)

From (37), we have τ∗a = 0.2106s. The output responses are depicted in Fig. 4 - 6 with the
initial state [0, 0.14]T . At most 9 switchings are permitted in the interval [0, 2s]. A comparison is
made of the trajectories of xT (t)Rx(t) between the open-loop and the closed-loop switched system
in Fig. 4. We can notice that the value of xT (t)Rx(t) in the open-loop control exceeds the assigned
index c2 = 20 while the closed-loop maintains in an acceptable level. It is clearly indicated that
the designed event-driven controllers can ensure the boost converter circuit system FTB under
cyber attacks. Meanwhile, only 8 sampling data are released comparing to the total number of
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sampling data Nsn = T f /h = 200, which makes it clear the utilization of network resources are
indeed improved. Fig. 5 illustrates the corresponding trajectories of system states and Fig. 6
describes the corresponding control input. Every jump of the control input is consistent with the
switching instant or the receiving instant over time-varying networks.

Case 4.2. δ = 0.05. The corresponding controller gains and the weight of event-triggering condi-
tion are given by

K1 =
[
−0.0681 0.3641

]
,K2 =

[
−0.1032 −0.7965

]
(48)

Ω =

[
5.8719 −0.1417
−0.1417 0.1448

]
(49)

From (37), we have τ∗a = 0.2082s. For the convenience of comparison, the same switching
signal is chosen as in Case 4.1. Correspondingly, the output responses are illustrated in Fig. 7 -
9. On the whole, a similar conclusion can be drawn as in Case 4.1, i.e., the boost converter circuit
system is guaranteed to be FTB. Simultaneously, there still exist differences between Case 4.1 and
Case 4.2. With the value of δ changing from 0.6 to 0.05, the releasing number increases from 9
to 20 as shown in Fig. 7. It is confirmed that the triggering threshold δ determines the trigger
frequency. Meanwhile, from the perspective of control effect, Case 4.2 illustrates a higher control
level with a smaller value of xT (t)Rx(t), which can also be demonstrated by the system state in
Fig. 8. Of course, δ = 0.6 is satisfactory for the prescribed bound c2 = 20, which saves more
communication resources.

5. Conclusion

On the basis of the event-triggered mechanism, this paper has investigated the finite-time con-
trol problem for networked switched systems. By the specific design of physical plant, the syn-
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Figure 7: Trajectoriy of xT (t)Rx(t) in the open-loop and the closed-loop switched system and triggering instants
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chronism between the switched system and its corresponding controllers is guaranteed. Sufficient
conditions for finite-time boundedness have been developed under network-induced delays and
cyber attacks. Then, the design methods of switched sub-controllers, optimal event-triggered pa-
rameters and restrictive average dwell-time switching law are presented. A boost converter circuit
has been introduced as an illustrative example. By using the LMI technique, appropriate system
parameters can be gained. Through detailed comparative analysis, it is demonstrated that the pre-
sented results can not only contribute to optimize limited network resources but also improve the
system security level.
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